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PROJECT “EURO4EUROPE” '

Aim — to reassess business cycle synchronization using an integrated approach. -

Study the impact of European integration on business cycle asymmetries (BCA) and provide empirical
evidence on the long-standing dispute among proponents of endogenous optimal currency area (OCA)
theories, on whether integration increases BCA (as argued by Frankel and Rose, 1998) or decreases it
(Krugman, 1993).

A. Analysis of national BCS First, a univariate and multivariate analyses at the country level will be conducted
using alternative identification strategies in time-frequency domain. The directions of causal relationships will
be identified by phase shift.

C. The impact of integration on regional BC synchronization. The third part will analyse the effect of several
integration events on BCS at the regional (NUTS2 and NUTS3) level which will allow to identify the causal
effects of joining EMU on BC synchronisation using various identification strategies. It will also allow for an
assessment of potentially heterogeneous and non-linear treatment effects.




EA19, real GDP, CF filter: relative importance, short 59.9%, long 40.1%

b L1

CONTRIBUTION AND e =

1995 2000 2005 2010 2015 2020

| N T R O D U CT | O N EA unemployment rate, CF filter: relative importance, short 48.7%, long 51.3%

Research question and brief summary

= FRull = Short = Lon
| | | | |

2000 2005 2010 2015 2020




RESEARCH QUESTION "

What?/Why? And How?

WHAT?/WHY?

Great interest in star variables (potential output, natural rate of interest, NAIRU, etc.) and in the post-
crisis nature of cyclical fluctuations (see Canova, 2020).

Estimates of cyclical components provide an important input for the conduct of monetary policy (see
ECB, 2018) and fiscal policy (see EU IFls, 2018). Very important also after COVID19 outbreak, for policy
purposes!

If output gaps (as BCs in the sense of Mintz (1969)) are not sufficiently coherent in the euro area, the
common monetary policy will not be optimal for all countries or regions in the union (see Mink et al.,
2012 Oxford Econ. Papers) and even worse in the absence of a common fiscal policy.

Different methods to assess BCs lead to different cyclical facts.

Many methods are available: Canova (2020) tried to compare the main ones for US BCs, Celov et al.
(2018) overviewed the trend-cycle decomposition methods used within EU IFls network.

The original idea presented in 2019-12-17 was too broad and splits into 2 papers:
1. “Business cycles in the EU: an ultimate, comprehensive comparison of across methods” € TODAY

2.  “Decomposing business cycles in a regional and sectoral perspective: a study on EU”




RESEARCH QUESTION

What?/Why? And How?

WHAT?/WHY?

In this paper we FIRSTLY conduct a Monte Carlo
experiment using a broad spectrum of
univariate trend-cycle decomposition methods
initially done and documented at Danske bank

Then we calculate the BCs in the growth cycles
sense for real GDP and unemployment data

We focus on EU27 (+ other countries in Europe).
We compare euro area to non-euro area
countries.

Data: 1995Q1 to 2020Q3 for unemployment and
GDP to 2020Q4.

Compare EU results with Canova findings
(methods) and ECB (results)

HOW?

We apply 10 different methodologies + alternatives,
when parameters are uncertain. All inspired by
Celov et al. (2018) and Canova (2020), namely:

1.
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Polynomial trend (PT)

First differences (FD)

Hodrick-Prescott filters (HP)
Butterworth-Whittaker filter (BWF)
Hamilton filter (HF)

Beveridge-Nelson filter (BN)
Christiano-Fitzgerald filter (CF)

Wavelet (WAVE)

Trend-cycle-seasonal filter by Mohr (TCS)

10. Unobserved components model (UCM)

11. Suite of models (Suite)
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MONTE CARLO

SIMULATION

Observing the cycles

The Monte Carlo Method allows predicting performance
without conducting hundreds of real experiments or building
thousands of samples. Having time constraint — this is a
powerful argument for giving the Monte Carlo method a try




SETTING THE STAGE: u

The model
Monte-Carlo simulations aim to justify our decisions on:

1. The structure of the suite of trend-cycle decomposition methods used to retrieve the cycles from the data

2. The approach to evaluate the upper limit for the length of the stochastic cycle

Simulation design (Rinstler, G., & Vlekke, M. (2016)):

43
Signal: Ye — Vs —a-Cr = v, vy ~NID(0,02), 42 -
A. Stochastic trend: 41 -
State: Vi = Yioq + Mg + Et, €14 ~ NID(0,07), *0 7| I
State: Pe = Pe—1 + &t Eup ~ NID(0, g2 ), 1990 2000 2010 2020

B. Stochastic cycle:

trend

State: Ce = Ceq + pe - Ce_q,
State: (1—=2-p-cos(V)L + p?L*)c, = (1 — pcos(A)L)&; 1,61+ ~ NID(0, 1),

\

cycle

Monte Carlo randomization in v, € ¢, €, and &; ¢ as mutually and serially uncorrelated normally
distributed zero-mean random variables with the chosen variances, 500 simulations

noise
002 001 005 005400 415 430

:

T
1990 2000 2010 2020
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SETTING THE STAGE:

The impact of stochastic cycle parameters on the form of the cycle | i

2.7
?,:?, where T=8, 12, ..., 120 from light blue to brown, p=0.8, p. =0.5
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The inner dampening factor proportionally changes the
amplitude of the generated cycle, keeping the placement
of local peaks and troughs almost unchanged. High values

of p are likely for medium and long cycles.
P € [0, 0.95] from light blue to brown, A=0.2, p=0.8

1990 1995 2000 2005

=
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—

Increasing the length of the cycle makes waves to last
longer. Adding an extra year to the long-wave makes
smaller change than to the shorter cycles = the impact
is proportional to the relative increase in length

p € [0, 0.95] from light blue to brown, 2 =0.2, p.=0.5
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The second dampening parameter adds a very long wave
to the original cycle and expands the amplitude of the
cycle, resembling the behaviour of the financial data.
High values of p. are unlikely though for the most of the
macroeconomic data.




SETTING THE STAGE u

Monte-Carlo simulation experiments uses the 5,000 independent replicas generated using the structural
model with parameters:

Scenario A: @ = 0.008,0 = 0.0001, 0, = 0.00004, g, = 0.0002, p, = 0.55,p = 0.7,y = 14.5,
o = 0.003,Co = ¢y = —2,1 = 21/29

Scenario B: a = 0.004,0 = 0.00001, g; = 0.000002,0,, = 0.000002,p, = 0.8,p = 0.8,y5 = 6.8,
Ho = —0.0002,Cy = co = 1,A = 21 /46
Why such parameters?

* Inspired by the behaviour of EA real GDP and unemployment, estimated applying the Bayes MCMC approach,
using 22,228 simulations with 2,020 used as a burn-in.

» All disturbances are independent normally distributed random variables.
* Time series are 100 quarters long, 25 years of data for the EU countries

» Data simulated without structural breaks in the trend but starting the cycle at -2% recession (1% gap for
unemployment) to reflect the end-of-sample problem

The variance of slope follows the double exponential smoothing restriction: g, = 012/20, which results in




WHAT IS IN THE MENU? u

From simple to more sophisticated dishes .

The simulation aims to analyse the ability of different trend-cycle decomposition methods to find the observed simulated cycle with
structural properties similar to actual macroeconomic data guiding the composition of the suite of models

Notation Description Trend Cycle
A. Polynomial trends
POLY1 Linear trend, optimal HP noise reduction Deterministic, allows structural breaks Smoothed residual
POLY2 Quadratic trend, optimal HP noise reduction Deterministic, allows structural breaks Smoothed residual
POLY3 Cubic trend, optimal HP noise reduction Deterministic, allows structural breaks Smoothed residual
B. First differences
SFD First quarterly difference Random walk Acceleration
AFD First annual (4 quarters) difference Random walk Acceleration

LFD First 4 years (16 quarters) difference Random walk Acceleration

C. One-sided filters

BNF Beveridge Nelson filter, rolling window mean Deterministic, random walk Beveridge-Nelson
adjustment (40 quarters window), p = 12 decomposition

HPnever Hamilton filter, h =8, p =4 I(1) with drift Smoothed residual

HPnever_a Hamilton filter, h =16, p =4 [(1) with drift Smoothed residual

D. Asymmetric two-sided filters

CFs Christiano-Fitzgerald, short, 6-44 quarters IMA(1, g) with drift Band-pass

CFI Christiano-Fitzgerald, long, 44-120 quarters IMA(1, g) with drift Band-pass

CFf Christiano-Fitzgerald, full, 6-120 quarters IMA(1, g) with drift Band-pass

CFo Christiano-Fitzgerald, optimal, 6-implied upper limit (1, g Band-pass

QIO



WHAT IS IN THE MENU? u

Bring me more food... .

Notation Description Trend Cycle
D. Asymmetric two-sided filters

BWF 31 order Butterworth-Whittaker filter, optimal HP noise reduction  1(3) Smoothed residual

HPo Hodrick Prescott, optimal penalty 1(2) Smoothed residual

HPof Hodrick Prescott, optimal penalty for the fixed 120Q upper limit 1(2) Smoothed residual

HPob Hodrick Prescott, optimal penalty boosted 1(2) Smoothed residual

WAVE Discrete wavelet transformation [(1) with drift Band-pass

E. Structural models

TCS Trend-cycle-seasonal filter I(d) with drift, allows Generalized stochastic cycle
structural breaks

TCSf Trend-cycle-seasonal filter, optimized for the fixed 120Q upper limit I(d) with drift, allows Generalized stochastic cycle
structural breaks

ucm Unobserved components model (1)-(5), maximum likelihood Local linear trend Doubly persistent stochastic

estimated parameters cycle

F. Suite of models

SUITEs Suite of CFo, HPo, TCS -
SUITEsa Suite of CFf, HPo, TCS -
SUITEsf Suite of CFf, HPof, TCSf -
SUITEsfa Suite of CFf, HPof, TCSf, POLY2 -
SUITEf Suite of A, C, D, E models, excluding CFs, CFl, HPof, TCSf -

—I@b_

Mid-range statistic of smooth
cycles



BEAUTY CONTEST CRITERIA '

How to pick the fairest of them all? .

The results have several statistics averaged over the simulated cases and used for exploratory data analysis:

1. The correlation coefficient between the simulated observed cycle and the cycle extracted by the TCD methods.
Higher values = good, small (below 0.5) or negative = bad

2. BBQdating algorithm. The outcomes of setting the dates and structuring the expansion and contraction phases of the cycle:

a) Triangular dissection of expansion and contraction phases to get the average amplitude and average duration of the phases
b) Cycle length is the sum of average durations of the phases A Duration
c) Overlapis the average alignment of the phase dummies of the estimated
cycles overlapping with the similar indicator functions of the simulated cycle.
Smaller than 0.5 - bad
d) Dissimilarity measure computes the (Euclidean) distance between the
simulated cycle features a)-c) and the same features of the cycles obtained by
trend-cycle decomposition methods. Amplitude
Closer to zero = good ctual
3. End-of-sample points precision measured as RMSE -
4. NA column denotes the number of observations lost at the beginning of the
sample applying the method = unwanted feature, the best is O

B




SIMULATED TIME SERIES OF REAL GDP RELATED SCENARIO AC

Corre- Amplitude Duration Cycle Overlap Dissi- Ends of sample
lation Exp. Contr. Exp. Contr. length milarity mO mT
Cycle 1.00 5.09 4.88 9.64 9.46 19.10 1.00 0.00 0.00 0.00 0.00
POLY1 0.94 3.97 3.91 8.67 8.71 17.38 0.89 4.50 1.04 1.03 0.00
POLY2 0.90 3.94 3.88 8.63 8.68 17.31 0.89 4.57 1.62 1.44 0.00
POLY3 0.86 3.85 3.88 8.52 8.65 17.16 0.88 4.70 2.21 1.79 0.00
SFD 0.18 1.45 1.48 7.58 7.71 15.29 0.54 8.28 2.89 1.89 1.00
AFD 0.57 5.55 5.68 7.28 7.38 14.66 0.67 6.91 3.82 2.36 4.00
LFD 0.70 5.96 6.19 9.12 9.31 18.43 0.60 6.78 7.71 5.43 16.00
BNF 0.55 2.38 2.42 7.66 7.73 15.39 0.70 7.20 2.50 1.64 1.00
HPnever 0.73 5.40 5.18 9.48 9.15 18.63 0.70 5.12 1.39 2.13 11.00
HPnever_a 0.73 4.93 4.60 9.75 9.24 18.99 0.61 6.56 1.52 2.15 19.00
CFf 0.90 4.15 4.15 8.23 8.33 16.55 0.85 5.03 1.57 1.39 0.00
CFo 0.82 3.99 3.99 8.02 8.06 16.08 0.83 5.42 1.89 1.55 0.00
CFs 0.83 4.01 4.00 8.05 8.07 16.12 0.84 5.41 1.86 1.54 0.00
CFI 0.40 1.74 1.90 27.65 29.34 55.72 0.59 45.07 2.21 1.93 0.00
HPo 0.86 3.57 3.57 8.21 8.29 16.50 0.87 5.21 2.12 1.57 0.00
HPob 0.85 3.52 3.52 8.13 8.20 16.33 0.86 5.35 2.18 1.62 0.00
HPof 0.94 3.94 3.89 8.64 8.67 17.31 0.89 4.53 1.18 1.07 0.00
HPs 0.84 3.43 3.44 8.02 8.05 16.07 0.86 5.55 2.44 1.99 0.00
HPI 0.92 3.88 3.84 8.56 8.61 17.17 0.89 4.63 2.44 1.98 0.00
BWF 0.84 3.67 3.69 8.27 8.35 16.62 0.86 5.07 2.49 1.84 0.00
WAVE 0.86 3.48 3.67 8.07 8.53 16.60 0.85 5.35 1.55 1.66 0.00
TCS 0.79 3.31 3.26 8.08 8.06 16.15 0.84 5.85 1.71 1.52 0.00
TCSf 0.83 3.44 3.37 8.57 8.51 17.08 0.86 5.37 1.54 1.44 0.00
Ucm 0.87 4.44 4.62 9.04 9.44 18.48 0.93 2.93 2.45 1.33 0.00
SUITEs 0.84 3.53 3.51 8.00 8.00 16.00 0.85 5.60 1.84 1.47 0.00
SUITEsa 0.89 3.61 3.60 8.06 8.09 16.15 0.86 5.42 1.71 1.37 0.00
SUITEf 0.87 3.70 3.68 8.66 8.69 17.35 0.85 5.11 1.63 1.29 0.00
SUITEsf 0.92 3.72 3.68 8.35 8.39 16.74 0.87 5.05 1.34 1.18 0.00
SUITEsfa 0.91 3.71 3.67 8.38 8.40 16.78 0.87 5.00 1.40 1.21 0.00




SIMULATED TIME SERIES OF U RELATED SCENARIO B (

Corre- Amplitude Duration Cycle Overlap Dissi- Ends of sample z
lation Exp. Contr. Exp. Contr. length milarity mO mT
Cycle 1.00 4.05 4.21 10.81 11.08 21.89 1.00 0.00 0.00 0.00 0.00
POLY1 0.93 3.69 3.70 10.53 10.54 21.07 0.93 3.75 1.50 1.58 0.00
POLY2 0.87 3.63 3.63 10.43 10.40 20.84 0.92 4.15 1.90 2.19 0.00
POLY3 0.81 3.56 3.55 10.31 10.30 20.61 0.90 4.49 2.07 2.63 0.00
SFD 0.15 1.06 1.06 8.35 8.24 16.59 0.54 9.13 0.77 2.25 1.00
AFD 0.44 3.95 3.90 8.25 8.14 16.39 0.65 7.99 0.83 2.28 4.00
LFD 0.75 6.34 6.17 12.00 11.79 23.80 0.64 8.53 1.09 2.35 16.00
BNF 0.50 1.80 1.79 8.96 8.94 17.90 0.74 7.55 0.89 2.11 1.00
HPnever 0.87 3.37 3.59 8.51 8.88 17.39 0.72 7.24 1.22 1.59 11.00
HPnever_a 0.90 3.27 3.62 9.66 10.39 20.05 0.68 6.58 1.45 1.51 19.00
CFf 0.90 3.70 3.75 10.10 10.23 20.33 0.90 4.52 1.17 1.87 0.00
CFo 0.80 3.54 3.56 9.81 9.89 19.70 0.88 5.07 1.19 2.01 0.00
CFs 0.73 3.34 3.35 9.49 9.50 18.99 0.86 5.71 1.18 2.09 0.00
CFI 0.59 2.66 2.64 28.44 29.00 56.98 0.62 43.16 0.86 2.06 0.00
HPo 0.85 3.40 3.40 10.07 10.04 20.11 0.91 4.50 1.56 2.06 0.00
HPob 0.79 3.08 3.08 9.50 9.47 18.97 0.88 5.49 1.61 2.22 0.00
HPof 0.92 3.65 3.65 10.47 10.47 20.94 0.93 3.80 1.46 1.62 0.00
HPs 0.75 2.78 2.76 9.11 9.09 18.20 0.87 6.20 0.72 2.28 0.00
HPI 0.89 3.52 3.51 10.23 10.23 20.46 0.92 421 0.72 2.27 0.00
BWF 0.77 3.25 3.23 9.76 9.73 19.49 0.88 5.05 1.71 2.54 0.00
WAVE 0.94 3.52 3.54 10.27 10.29 20.56 0.90 4.32 1.28 1.50 0.00
TCS 0.75 3.11 3.14 10.67 10.70 21.38 0.88 5.48 1.45 1.94 0.00
TCSf 0.82 3.27 3.33 11.21 11.33 22.54 0.90 5.51 1.46 1.86 0.00
ucm 0.96 4.12 4.07 10.98 10.83 21.81 0.98 1.34 0.72 1.49 0.00
SUITEs 0.82 3.28 3.30 10.13 10.18 20.31 0.89 4.83 1.32 1.93 0.00
SUITEsa 0.88 3.33 3.36 10.16 10.24 20.39 0.90 4.66 1.23 1.83 0.00
SUITEf 0.93 2.95 3.00 9.73 9.83 19.56 0.89 5.09 1.22 1.61 0.00
SUITEsf 0.90 3.44 3.48 10.50 10.59 21.09 0.92 4.35 1.25 1.66 0.00
SUITEsfa 0.90 3.45 3.48 10.52 10.59 21.11 0.92 4.34 1.40 1.77 0.00




TAKEAWAYS '

Five conclusions emerge from the MC beauty-contest of trend-cycle decomposition methods:

1. The Christiano-Fitzgerald, Hodrick-Prescott and trend-cycle-seasonal filters perform better with the
upper limit fixed to 100 quarters for cycles longer than five years. The suite of models based on these
three approaches is judged the fairest in MC beauty contest.

2. Theinclusion of quadratic polynomial only marginally improves the accuracy of the suite of models in
the middle of the sample, yet at the cost of poor fits at the ends-of sample. In line with Canova (2020), it
is a well performing method though. May be considered for the inclusion as the improvement region fits
the purpose of, for example, wavelet analysis application.

3. The suite of models is stable and robust to the inclusion of weaker performing methods into the suite at
the level of point estimates but at the cost of increased uncertainty.

4. Boosted Hodrick-Prescott filter does not improve the accuracy of the Hodrick-Prescott filter with the
optimal penalty and tends to select shorter cycles than are simulated — suggest starting from larger cut-
off frequency.

5. The acceleration cycles and one-sided filters have the worst accuracy and lose the observations at the
beginning of the sample hence do not fit the purpose of the long historical BCs data assessment to be
used for the application of wavelet analysis methods.

—@b_
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APPLICATION TO

EU/EA DATA

Is COVID-19 wagging the cat’s tail?




REAL GDP AND UNEMPLOYMENT '

The setup

* Eurostat quarterly seasonally and calendar adjusted data for Real GDP and Unemployment are used —1995Q1 to
2020Q3 for unemployment and to 2020Q4 for real GDP.

e 28 different estimates for each geographic location are produced

* The highlighted method is the MC simulations suggested suite of 3 models” approach (SUITEsf) = band-pass full
Christiano-Fitzgerald with 6-100 quarters (CFf), the HP filter with the optimal penalty for the fixed 100 quarters
upper limit (HPof), and the stochastic cycle trend-cycle-seasonal filter, optimized for the fixed 100 quarters
upper limit (TCST).

* The highlited method is the reference cycle.

*  We apply criteria as in MC simulation through which we assess the validity of one possible cycle over the
reference one.

* The correlation coefficient between the simulated observed cycle and the reference cycle, and the overlap of
expansion and contraction phases with high values are preferred.

* We look at the overlap as the average alignment of the phase dummies of the estimated cycles overlapping with
the similar indicator functions of the simulated cycle. Higher values than 0.5 are positive.

* And lastly, we assess the dissimilarity measure that computes the (Euclidean) distance between the simulated
cycle and the same features of the cycles. The closest to zero are the better.

—@b_



REAL GDP '

In total: EA19 vs post-Brexit EU .
EA19 EU27_2020
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COMPARISON — REAL GDP '

Comparison of trend-cycle decomposition methods: Business cycle for the EURO AREA .
Method Corre- Amplitude Duration Cycle Over- Dissi- Ends of sample

WHERE TO LOOK: lation  Exp. Contr Exp. Contr length lap  milarity mo
* The correlation coefficient between SUITEsf 100 431 484 1675 750 2425 100 000 000 000 000
the reference suite of 3 models cycIe POLY1 079 361 413 1500 867  23.67 0.87 241 368  -3.09 0.00
porvz  [WN083] 464 491 1600 750 2350 [MOGSNNEE  1s53 201 000
and the cycle extracted by other TCD POLY3 088 413 503 1400 7.50  21.50 0.86 3.90 421 -0.49 0.00
. SFD 009 095 127 1175 860 2035 058 810 245 514 100
methods. Higher values > good AFD 054 411 547 1100 900 2000 069 734 377 214 400
° Overlap iS the average alignment Of LFD 0.77 5.83 8.08 10.00 12.00 22.00 0.56 9.16 9.81 2.86 16.00
. . BNF 037 152 219 1080 860 1940 069 866 200 333 100
the phase dummies of the estimated HPnever 085 595 515 1467 867 2333 076 306 028  -107 1100
: : T HPnevera 085 547 382 1400 1000 j 063 405 193 124 1900
cycles overlapping with the similar CFf 088 520 424 1625 833 P08 149 011 o061 000
indicator functions of the simulated CFo 093 480 427 1600 867 {083 163 166 008 000
CFs 087 475 452 1600 8.67 67 093] 155 152 001 000
cycle. Smaller than 0.5 - bad cFl 051 332 404 3000 3000 6000 059 4429 048 434 000
+ Dissimilarity measure computes the I Y, B
(Euclidean) distance between the Hrof  [NNOISBN 447 504 1650 750 2400 [NNOSSINNOMA] 030 061 000
. HPs 088 345 426 1400 925 . 0.86 ! 275 084 000
simulated cycle features a)-c) and the T BIGEE 230 sor 1600 750 2350 GGG 097 o007 000
same features of the cycles obtained BWF 087 367 443 1550 775 294 135 000
WAVE 079 387 428 1467 867 2333 08 266  -363  -426 000
by trend-cycle decomposition TCS 082 306 447 1225 1100 2325 08 594 189 047 000
TCSf [ 094] 346 422 1500 925 . 0.89 2.69 030 060 0.00
methods. Closer to zero = good ucm 386 459 1575 750 151 190 120 000
+ End-of-sample values compared to T o e
reference CyC|e end-of—samp|e values SUITEf | 09| 38 445 1575 825 1.40 019  -0.54 0.00
SUEsfa | 099 429 474 1650 7.5 061 069 000

in RMSE sense. Closer to zero = good




COMPARISON - GDP u

Comparison of trend-cycle decomposition methods: Business cycle for the EURO AREA

* Apart from other suite of models, the polynomial method (POLY2) with quadratic trend and optimal HP
noise reduction seems to be one of the closest to the reference cycle.

* Plotting the two together, the major differences arise indeed after the GFC, with the polynomial-
based cycle signaling a much lower GDP than the reference.

* Interestingly, very simple filtering methods based on Hodrick Prescott, e.g. with long penalty 51200
(HPI) and with the optimal penalty for the fixed 100 quarters upper limit (HPof) are also promising.

* Ifthe reference cycle and the HPI cycle are plotted together the differences are very small indeed,
with a slight difference during the pre-GFC periods and just before 2020. The Hamilton filters
perform much worse.

*  We confirm that taking first-differences (i.e. SFD, AFD and LFD) are among the worst compared to the
reference suite, with the acceleration cycle based on the first 4 years (16 quarters) difference (LFD)
are the latest desirable cycle for the aggregate EA19. The former seems to fail catching the lower
frequency fluctuations at the 6-44 quarters level.



UNEMPLOYMENT '

In total: EA19 vs post-Brexit EU .

EA1S EU27_2020

2000 2005 2010 2015 2020




COMPARISON — UNEMPLOYMENT '

Comparison of trend-cycle decomposition methods: Business cycle for the EURO AREA .
Method Corre- Amplitude Duration Cycle Over- Dissi- Ends of sample

W H E R E To Loo K: lation Exp. Contr . Contr length lap milarity
* The correlation C_Oefﬁ cient between SUITEsf 100 155 225 1650 2050 000 000 000
the reference suite of 3 models cycle polvi  [N0SSN 127 144 967 1467 029 047 000
POLY2 094 126 140 967 1467 041 058 000
and the cycle extracted by other TCD POLY3 055 105 097 933 1200 134 233 000
; SFD 010 034 034 733 1433 075 177 100
methods. Higher values = good AFD 038 126 128 800 1367 081 177 400
. Over|ap is the average alignment of LFD 08 365 320 1800 18.00 126 018 16.00
e B hEse S ies o i e estimEiEe BNF 037 046 052 833 1367 071 143 100
HPnever 073 178 182 800 1667 030 145 1100
8 8 8 3 HPnever_a 0.76 1.23 1.10 6.00 11.50 0.01 1.12 19.00
ch.les Overlappmg with the.SImllar CFf - 126 192 933 1533 022 -062 000
indicator functions of the simulated CFo 122 188 933 1533 015 -042 000
CFs 076 128 164 900 1600 050 024 000
cycle. Smaller than 0.5 - bad cFl 078 180 160 2800 28.00 045 049 000
s ecimilar HPo PGS 121 130 967 1467 001 093 000
* Dissimilarity measure computes the HPob 039 08 070 933 13.00 085 200 _ 000
(Euclidean) distance between the HPof POGBSN 125 139 967 1467 022 062 000
. HPs 058 093 081 967 1275 075 194 000
simulated cycle features a)-c) and the HPI 6 120 125 o6 1467 003 098 000
: BWF 053 103 091 967 1250 089 226 000
same features of the cycles obtained WAVE 073 215 176 1750 1850 054 110 000
by trend_cyde decomposition TCS 098 130 182 17.00 19.50 004 036 000
TCSf 08N 128 184 1650 19.50 004 027 000
methods. Closer to zero 2> good ucm 079 214 190 1750 19.00 073 087 000
sumes P00 104 144 967 1500 007 025 000
¢ End_Of_Sample values Compared to SUITEsa | 100 107 150 967 1500 011 016  0.00
reference cycle end-of-sample values sumef 1095 117 132 1000 1450 047 086 000
SUTEsfa | 100| 157 226 1650 2050 009 000 000

in RMSE sense. Closer to zero = good




COMPARISON - UNEMPLOYMENT '

Comparison of trend-cycle decomposition methods: Business cycle for the EURO AREA

* Forthe aggregate EA19, the polynomial method (POLY2) and HP filtered cycles do not show the best
assessment compared to the preferred suite.

* Instead, structural models and especially trend-cycle-seasonal filters are among the best choices for

unemployment cycles.

* Theyare indeed the closest to target but capturing the drop in 2020 in a smaller magnitude.

* Onthe contrary, for EU27 polynomials models and some Hodrick Prescott filters perform relatively
good again. This makes the analysis of extra EA countries even more to the point for unemployment

rates.

* This conclusion is likely due to the fact that there is only a small and a very smooth negative trend in
the unemployment data. The structural models having an explicit description of the stochastic cycle
are more successful in catching the same expansion and contraction phases compared to the
reference suite of models.

—I@b_



WE DID CAPTURE THE CYCLE! - GDP

Core vs. Periphery

DE

‘ ‘ ‘ ‘ ‘ T T 1995 2000 2005 2010 2015 2020
1990 1995 2000 2005 2010 2015 2020

* For Germany as well for other core countries * The cycles overall are less comparable with the
(Austria and Finland, for instance), is easier to find reference suite. The polynomial method (POLY2) still
cycles comparable to the reference if assessed via performs decently.
our criteria. * Ingeneral, itis especially tricky to find cycles with low

* The main outliers are again the Christiano- dissimilarity. Spain was especially affected by large
Fitzgerald filter with 44-100 quarters (CFl) and the financial cycles (bigger magnitude and length) rather
acceleration cycles, especially the LFD. than fluctuations at the business cycle level.

*  When swings are more limited it is easier to pick a
good method to capture the business cycle based on

real GDP.
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WE DID CAPTURE THE CYCLE! - GDP '

New-EA vs new-EU (non-EA)

LT PL

1995 2000 2005 2010 2015 2020 1995 2000 2005 2010 2015 2020

* Lithuania, as well as its Baltic peers, suffered large * Poland suffered a much smaller dip in the business
swings after joining the EU mostly due to increase cycle in the aftermath of the GFC compared to
income and financial inflows making them like Lithuania. This was likely due to independent
some of the periphery. monetary policy and bigger size of its economy.

* Lithuaniais closer to the periphery cycles, some * Both the polynomial method (POLY2) and HP filtered
few types of HP filtered cycles and CF based cycles cycles (but not Hamilton filters) perform quite well.
being more correlated and less dissimilar compared *  When swings are more limited it is easier to pick a
to the suite. good method to capture the business cycle based on

real GDP.
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WE DID CAPTURE THE CYCLE! - GDP ¢ u

Non-EU .

UK

DK

1935 2000 2005 2010 2015 2020

v Both countries look similar in their cycle’s magnitude or length.

* For Denmark is easier to get closer to the * For the UK it is hard to pick one method that shows
reference as the economy is mature. good scores for all the criteria.
* The best possible choices are a Hodrick Prescott
filter with long penalty and the trend-cycle-
seasonal filter, optimized for the fixed 100
quarters upper limit.




WE DID CAPTURE THE CYCLE! - UNEMPLOYMENT u

Core vs Periphery

DE ES

1990 1995 2000 2005 2010 2015 2020 1995 2000 2005 2010 2015 2020

*  Fluctuations in unemployment rates are much less e Spanish unemployment cycle has increased its
sizable after the labour markets reforms in 2005 magnitude and length since the GFC.
and nowadays the rates are very close to potential. * For Spain is easier to capture similar cycles as done in
Increase at the very end of sample (2020Q3) due to the suite now for unemployment compared to real
the first wave of the COVID19 outbreak. GDP, with again polynomials and some CF based

* Many approaches delivering similar cycles as the cycles preferred. These outcomes are confirmed also
reference suite for the core countries, with in other periphery countries.
acceleration cycles and UCM models excluded. * Interestingly, wavelets perform also well for the

unemployment rate.
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WE DID CAPTURE THE CYCLE! - UNEMPLOYMENT

New-EA vs new-EU (non-EA)

Lithuania experienced bigger swings over time, and

LT PL

T T T T T
2000 2005 2010 2015 2020
2000 2005 2010 2015 2020

* Instead, Poland is almost in line with potential in the

we can already see the unemployment rate cycle aftermath of the GFC.

going into positive territories following the

* For Poland also some Christiano-Fitzgerald based

COVID19 outbreaks. cycles can be preferred.

v

v

In general, for new EU member states the unemployment cycles are of bigger magnitude compared to the core

euro area, for instance.
We confirm the intuition we had for the previous groups: the polynomials (especially for Lithuania), trend-

cycle-seasonal filters and the wavelets really perform quite nicely in case of unemployment gaps.




WE DID CAPTURE THE CYCLE! - UNEMPLOYMENT ‘

Non-EU .

UK

DK

T T T T T T
1995 2000 2005 2010 2015 2020
15885 2000 2005 2010 2015 2020

v"In both cases, the swings are relatively comparable to the ones of the core and they already show an increase

in unemployment rates in the last quarter of our sample.

v" Once again, we see that the polynomials (especially for the UK), trend-cycle-seasonal filters and the wavelets
are possible options if we assess them in terms of our reference cycle.

v' The reason for this is that the trends are very smooth and slowly varying.




SYNCHRONIZATION! '

v In this section we perform a synchronization exercise for the aggregate euro area cycle (as the best ones from
Monte Carlo, i.e., the suite of models (SUITEsf)), by using different methods:

1) simple correlations,
2) synchronicity/similarity/coherence as in Mink et al. (2012) and Samarina et al. (2017) and
3) the cyclical convergence as introduced in Crespo Cuaresma and Fernandez Amador (2013a, 2013b).

* We focus on the comparison with the euro area, as the business cycle coherence is key for the smooth
definition and transmission of monetary policy (ECB, 2018).

*  When possible, we draw comparison to this cycle also for non-EA and non-EU countries, as in some cases
their exchange rate regimes, and therefore monetary policy, or external sector can be very much driven by
the euro area.



SYNCHRONIZATION! '

v' We start computing the simple correlation, for completeness. However, this approach is criticised in the
literature (Mink et al., 2012) as the correlation does not properly consider that cycles can have a different sign
and/or have a different amplitude.

v" Then following Mink et al. (2012) we rather include synchronicity/similarity measures. The synchronicity
between two cycles is based on binary indicators: in each period, a value of one indicates that two cycles have
the same sign. The similarity measure is based on the average absolute differences between the levels of the
two cycles (ECB, 2018). The terms coherence in the narrative is when both aspects are considered. We use
here in the baseline the EA19 aggregate cycle, for the sake of clarity and easier narrative towards monetary

policy.

v' Crespo Cuaresma and Fernandez Amador (20133, 2013b) instead measure business cycle synchronization using
the dispersion of business cycles. This measure compares the standard deviation the cycle with all euro area
countries included with the one excluding the country of interest. If the country is a non-EA we artificially add it
to the club and then measure club-synchronization against hypothetical inclusion/exclusion of that country.

—I@b_



SYNCHRONIZATION! u

Following Mink et al. (2012)
v" The business cycles of the euro area members are quite coherent with the aggregate EA19. This is mostly true
in case of real GDP, while there are some exceptions when unemployment rate cycles are considered.

v" The less synchronized or similar country compared to EA19 for unemployment cycles is Germany, as we have
seen after mid-2000 is basically at potential, while this is not the case for other groups or the aggregate. The
coherence level of Germany when real GDP cycles are considered is also smaller than other core countries.
This is in line with the literature as in ECB (2018). Other core countries, such as Austria and Luxembourg,
perform in a similar way for the unemployment cycles.

v' Some new member states (Estonia, Slovakia, Lithuania) periods are also less synchronised and like the
aggregate EA19 both in GDP and unemployment cycles; this mainly because joined the EU later and went
through transition, boom and (sometimes) harder bust.

v In general, other countries not in EU do not seem to show high coherence either, e.g., Turkey, Norway and
Switzerland especially. Turkey has a very different economy and larger swings are also due to its openness to
trade and financial flows and to changes in its own independent monetary policy. Norway can be affected
more by changes in energy prices and lastly, Switzerland is seen as a safe haven and has had different

‘ exchange rate regimes in the last year in order to curb possible larger capital flows.
o)



SYNCHRONIZATION! N

Following Crespo Cuaresma and Fernandez Amador (2013a, 2013b).

v" Here we look at business cycle synchronization using the dispersion of business cycles. We do not look at
time variation — using averages.

v' This measure compares a) the standard deviation the cycle with all euro area countries included (st) with b)
the one excluding the country of interest (st;+). A lower standard deviation is better.

synchit = log(st;;) — log(st)

If the sign is (-) it means that we are better off without the inclusion of the country; if sign (+) the situation is
worse without the country in the euro area.

<X

v For real GDP, we can see (-) sigh and big magnitudes in some countries with larger swings (Ireland and
Greece) and some few new EU member states (Latvia, Bulgaria, Romania — only Latvia is in EA).

v"In the case of unemployment, also Spain has a (-) sign for this measure, while among the new EU member
states this is only the case of Lithuania, Poland and Slovakia.

v Based on this measure, the business cycles of the euro area members are quite synchronized with the

aggregate EA19.
—@b-



SYNCHRONIZATION! :

Real GDP Unemployment rate .
Corre- it Duration “ycl Implied upper limit Mean Mean Mean Code Corre- Amplitude Duration Cycle Implied upper limit Mean Mean
lation 3 . ntr. Quart.  Norm. Group  Synchr. lation Exp. Contr. Exp. Contr. length  Quart. Norm. Group  Synchr.  Similar.

AT 0.93 4.20 ] 13.75 9.50 23.25 48.09 0.13 Short 0.81 0.60 203 AT 0.49 091 0.96 1433 1250 2683 55.84 0.09 Short 0.28 -1.22 177
BE 0.91 2.81 X 12.40 6.80 19.20 51.11 0.16 Short 0.63 0.19 1.85 BE 0.73 1.04 1.15 12.67 1575 2842 68.05 0.37 Medium  0.41 -0.19 1.99
BG -0.02 14.06 . 27.50  19.00 4650  67.43 055 Medium  0.21 0.06 -5.57 BG 0.63 517 481 2000 2550 4550 7358 064 Medium _ 0.49 0.30 034
CH 0.81 3.81 . 1450  10.00 2450  63.22 041 Medium  0.62 0.18 152 CH 0.13 037 036 700 9.50 1650 5791 006  Short 0.02 -6.29 047
cy 0.61 8.14 I 1575 867 2442 7434 062 Medium  0.38 0.19 0.50 cy 0.86 222 356 1233 1600 2833 7506 062 Medium  0.60 0.36 0.10
Ped 058 7490 X 1667 1L33 2800 6853 050 Nedium  0.36 0.20 083 cz 0.54 105 131 733 1275 2008 4958 046  Medium  0.28 001 165
DE 082 377 X 13.00 7.60 2060 47.37 025  Short 0.69 032 138 DE 0.03 106 091 1050 1100 2150 6131 033  Short 005  -107 062
DK 088 467 7 17.75 800 2575 6574 054 Medium  0.81 058 532 DK 0.64 102 137 850 1420 2270 6411 043  Medium 043 0.15 2.10
EA 0.08 ey} ) 1475 875 2350 5756 037 Medium  0.88 083 593 EA19 1.00 155 225 1650 2050 37.00 7164 052  Medium  1.00 1.00 253
EAL2 100 231 7 1675 750 2425 5734 034 Medium  1.00 0.08 529 EE 0.28 436 447 733 2100 2833 5587 033  Short 0.03 005 089
EA19 1.00 4.31 ¥ 16.75 7.50 24.25 57.36 0.34 Medium 1.00 1.00 230 EL 0.78 8.73 5.26 20.00 36.00 56.00 82.02 0.80 Medium 0.52 0.09 -4.01
EE 063 12,04 2567 850 3417 6426 055 Medium 0.0 018 059 ES 0.89 505 577 1400 2433 3833 8856 083  Medium 0.4 024 -8.61
EL 0.54 20.83 36.00 22.00 58.00 88.01 081 Medium 0.29 007 759 EU15 0.95 1.40 0.77 16.50 14.00 30.50 80.07 0.73 Medium 0.98 0.71 2.35
S 0.88 782 q 2000 1200 3200 6967 052 Medium  0.60 039 533 EU27_2020  0.56 155 230 1650 2050  37.00 7129 051  Medium  0.48 068 2.16
EULS 0.94 3.47 s 16.75 3.00 24.75 71.25 061 Medium 0.78 0.69 224 EU28 0.96 156 1.50 16.50 15.00 31.50 73.26 0.64 Medium 0.78 0.66 2.18
EU27_2020  1.00 4.19 § 1625 7.75 2400 5751 034 Medium  1.00 0.94 2.29 B o) O R R i R A SR s
EU28 0.94 344 326 1675 8.00 2475 7137 061 Medium  0.76 0.67 2.26 R 0.86 099 112 1100 1167 2267 6662 052  Medum 041 035 154
P om s s i an oen s om uedw om o s e L
R 093 291 %76 124 1029 2243 %602 048 Medium _0.77 0.6 98 HU 0.71 292 330 4000 2800 6800 8856 087  Medium 073 0.26 126
HR 0.63 12.83  11.00 23.50 2000 4350 7165 057 Medium  0.27 0.18 152 -
HU 066 13.49 1113 3250 1450 4700 7883 081  Medium 054 023 124 e 074 324 298 1800 2267 4067 653 082  Medum 073 026 36
E 064 2703 2672 2500 2400 4900 832 081  Medium 0.60 _ 015  -14.34 L I 1 R 0 R - O (e (0 1 B 8

> m 0.65 155 128 1250 1950  32.00 9126 085  Medium  0.35 0.10 146
L 097 487 548 1700 775 2475 5731 040  Medium 069 075 249 5] 045 810 632 1200 2800 4000 6382 048  Medium 026 _ 009 211
LT 0.47 9.68 1028  19.00 9.33 2833 63.71 045 Medium __0.35 0.01 -0.07 W 0.37 oss 102 1267 1550 ‘2817 6154 026 ‘Short 0.03 220 160
w 0.84 5.02 5.82 10.33 12.00 22.33 62.03 046 Med[um 0.73 041 169 (A% 0.47 2.50 241 5.75 12.60 18.35 60.23 0.38 Medium 0.45 0.07 0.16
1Y 0.60 16.65 1561 2467 7.33 3200 6801 057 Medium  0.38 0.10 -5.17 ME 0.67 058 089 400 950 1350 5928 038  Medium 0.59 142 070
MT 0,70 831 624 2150 1600 3750 7596  0.60 Medium  0.57 0.24 -0.50 MK 0.89 028 098 500 667 1167 3908 063  Medum 076 031 129
NL 0.88 410 468 14.33 875 2308 6163 029  Short 0.84 0.52 1.99 MT 058 048 057  13.00 1400 2700 60.10 034  Medium 0.24 501 191
NO 047 3.93 413 13.29 1043 2371 6247 041 Medium  0.25 0.26 093 NL o074 521 232 1850 2067 3917 7274 043 Medium 035 023 179
PL 0.55 330 3.09 11.25  8.25 1950  61.81 023  Short 0.23 0.03 097 NO 0.19 003 086 1633 1033 2667 5422 023  Short 009 143 150
PT 0.83 562 583 1600 7.50 2350 7078 046 _ Medium _0.56 0.38 188 PL 015 512 391 1950 2350 4300 7152 055  Medium 0.00 0.01 -4.32
RO 0.24 16.12  17.67  27.50 1800 4550 68.99 068 Medium  0.29 0.08 -3.03 PT 0.91 200 333 17.00 2067 37.67 79.91 067 Medium 0.7 0.42 084
RS 0.14 10.81 13.98 2167 1500 3667 64.02 066 Medium  0.06 -0.08 -1.24 RO 0.59 073 078 1125 1025 2150 5495 039  Medium 040 094 189
SE 0.85 4.53 4.10 13.75 8.75 22.50 50.77 0.24 Short 0.56 0.42 177 SE 0.62 1.28 1.69 967 14.00 23.67 69.18 0.59 Medium  0.64 0.13 1.19
sl 0.81 6.66 641 1650 775 2425 7089 056 Medium _ 0.58 0.32 246 sl 0.87 173 169 1150 2000 3150 79.87 073 Medium 0.7 042 258
SK 0.37 477 595 11.00 940 2040  67.18 045 Medium  0.04 0.00 -1.56 SK 0.40 321 294 1333 1533 2867 6857 052  Medium 0.18 0.24 -3.22
TR 0.26 837 945 12.50 825 2075 6279 019  Short -0.02 0.02 -2.22 TR 027 151 152 800 1250 20.50 43.37 _ 0.16 __ Short 008  -135 012
UK 0.79 5.45 495 2050 1020 3070 67.92 049 Medium  0.44 0.31 125 UK 0.63 092 127 1000 1825 2825 8975 083  Medium  0.58 0.14 167




TAKEAWAYS '

1. High level of model uncertainty comparing 28 cycle estimates.

2. Growth rate (acceleration) cycles are often off the road, very, yet could be useful early warning
predictors of the turning points in the growth and business cycle.

3. Best performing MC approaches provide reasonable combination as the suite of models, in line with
Canova findings for a longer US cycles. The paper suggests that the suite of models, approach should be
used for the NUTS2 regions and sectoral data.

4. Drawing comparisons for the EA19 and our countries of interest, we find that some HP filtered cycles as
well as the polynomial method with quadratic trend and optimal HP noise reduction seem to be very
close to the reference cycle (suite of models).

5. ltis generally harder to find comparable cycles for the periphery of the euro area or new euro area
countries compared to the core. When swings last less and/or are smaller it is easier to pick a good
method alternative to the suite to capture the business cycle in the case of real GDP.

6. The business cycles of the euro area members are quite coherent (Mink et al., 2012) and synchronized
(Crespo Cuaresma and Fernandez Amador (2013a, 2013b) with the aggregate EA19. German cycles show
among the least coherent cyclical movements.
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ANOTHER LOOK INTO THE WINNING METHODS (

Power transfer functions in the frequency domain b
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COMPARISON OF SELECTED APPROACHES

Beauty contest criteria for the prettiest

Approach

Model based cycle

Decision
parameters

Allows for
structural breaks

Trend

Complexity

Stability

Robustness to data pre-
processing

Economic rationale

CFfilter

Matrix
algebra

No

Frequency band

No

I(1) with drift or
1(0)

Low
Low
Medium

Low

HP filter

Matrix

algebra
No

Smoothness
penalty

No

Integrated
random walk,
1(2)

Low
Low
Medium

Low

TCS filter
Matrix
algebra
Yes

Trend, cycle
length and
persistency

Yes

I(d) with drift,
prior consistent

Medium
Low
High

Low

UCM
Bayesian, Kalman filter and
smoother
Yes

Trend, initial cycle state,
length and persistency,
MCMC

Yes

I(d) with drift, prior
consistent

High
Low
High

Low

Suite of models
Averaging
statistic
No

Averaging
statistic

Partially

Imposed
statistically

Medium
Medium
High

Low




MINDING THE GAP

Business, growth and acceleration cycles revisited

Business cycle

Definition Aperiodic, recurrent sequence of

expansions and contractions in the levels
of macroeconomic data

Reference Burns and Mitchel (1946)
Trend impact Strong

Noise impact Weak

Model Changes in the levels
Amplitude Low

Phase asymmetry High

Model uncertainty No

Data uncertainty Yes
Number of full cycles Small

Pros Systematic analysis of changes in the
levels.

Asymmetric phases with more rapid and
shorter recessions. The high levels of
mature EU economies result in a small
number of full cycles. Depends on data
revisions.

Growth cycle Acceleration cycle
Difference between the actual A growth rate of the macroeconomic data
macroeconomic data and its trend experiencing a sequence of decelerations and
expressed as per cent of the trend accelerations
Mintz (1969) Mintz (1969)
Weak Weak
Weak Strong
Trend-cycle decomposition Changes in the growth rates, first differences
Moderate Low
Moderate Low
Yes No\Yes when de-noising
Yes Yes
Medium High
Conclusions:
More visible and symmetric Systematic analysis of changes in the growth

medium-term fluctuations, with  rates, early warning signals, symmetric cycles.
small distortions by trend and

noise.
Depends on the trend- Dominated by the noise that requires
cycle decomposition method and smoothing introducing model uncertainty.
data revisions. Depends on data revisions. The frequent

changes in the cycle lead to many false
downturn and upturn signals. Lose
observations at the start.
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